
Internship: multimodal conversation script
generation

Context
Face to face conversation remains the most natural means of communication between
humans. It conveys much richer messages than typical text representations such as meeting
minutes, thanks to the diversity and range of signals that can be passed through multimodal
channels, such as emotions, visual grounding, etc. Handling such features remains elusive
for machines, because of fundamental limitations in how multimodal understanding is
implemented. Yet, latest developments in the field of AI show promise in handling
audio-video captures of participants, and reasoning on the content of such inputs.

In order to address the gap in multimodal understanding of conversations, The MINERAL
ANR project aims at generating enriched representations of multiparty conversations in the
form of a conversation script similar to a movie script or a play script. These representations
will include transcripts of the uttered speech with addressee, goal and communicative act, as
well as textual descriptions of the activities and stances of each speaker, and their
interactions with real-world objects. An imaginative goal is that actors should be able to
replay the conversation from the script as they do with movies. Latent representations
uncovered from performing this task are expected to enhance the understanding capabilities
of AI models and allow for novel applications, such as generation of audio-visual summaries
of face-to-face meetings.

This internship is framed in the MINERAL ANR project, and aims at building an evaluation
framework for assessing the quality of generated scripts based on existing movie and
episode script datasets, and construct baselines for script generation with appropriate
specialized models for underlying tasks such as scene description or transcript generation,
plugged into large language models.

Objectives
The goal of this internship is twofold:

1) Propose an evaluation methodology for assessing the quality of a generated script
2) Build and assess baselines leveraging disjoint building blocks such as speech

transcription and automated description of video scenes
Work resulting from the internship will be published in appropriate conferences and journals.



Work plan
The intern will first review methods for generating and evaluating textual representations
from videos in the subfield of conversation analysis and summarization. The goal is to get a
good understanding of current research problems and potential solutions.

Then, the next step consists in preparing existing datasets for the script generation task.
Targeted datasets include minutes from debates at the assemblée nationale (including
transcripts, reactions, stance, from audio and video), as well as the Bazinga TV series
corpus including original scripts from episodes of Big Bang Theory, and manually structured
transcripts.

Finally, the intern will implement baseline systems from existing feature extraction models
such as OpenFace for face dynamics (expression, gaze…), Whisper for transcripts,
Pyannote for speaker diarization, etc that will be fed to finetuned LLMs in textual form. If time
permits, the intern will look into audio and video tokenizers, such as SpeechTokenizer and
Cosmos-Tokenizer, in order to adapt the LLMs to raw features.

Practicalities
The internship will be funded ~500 euros per month for a duration of 6 months. It will take
place in Marseille within the TALEP research group at LIS/CNRS on the Luminy campus.
The intern will collaborate with other interns from the ANR project (at LISN and Orange
Labs), as well as PhD students and researchers from the research group. A potential PhD
funding on the same topic is also available in the project.

How to apply: send an application letter, transcripts and CV to benoit.favre@univ-amu.fr
● Application deadline: December 15th, 2024
● Expected start: early spring 2025
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